
An Efficient Image Based Approach for 
Extraction of Deep Web Data 
    (AEiEDWD) 
 
 

      MSN MURTHY     Dr.S.SREENIVASA RAO 
         Dept of CSE                   Dept of MCA 
MVGR College of Engineering               MVGR College of Engineering 
ANDHRAPRADESH, INDIA                  ANDHRAPRADESH, INDIA 

       
 
ABSTRACT: The Internet presents a huge amount of useful 
information which is usually formatted for its users, which 
makes it difficult to extract relevant data from various sources.  
Deep Web contents are extracted by submitting the queries to 
semi structured Web databases and the returned data records 
are enwrapped in dynamically generated Web pages. Extracting 
structured data from deep Web pages is a challenging problem 
due to the underlying intricate semi structures of such pages. 
Until now, a large number of techniques have been proposed to 
address this problem, but all of them have inherent limitations 
because they are Web-page-programming-language dependent. 
As the popular two-dimensional media, the contents on Web 
pages are always displayed regularly for users to browse. This 
motivates us to seek a different way for deep Web data 
extraction to overcome the limitations of previous works by 
utilizing some interesting common visual features on the deep 
Web pages. In this paper, an image based approach that is Web-
page programming- language-independent is proposed using 
XML like structure and the help of VIPS algorithm. This 
approach primarily focuses the visual features on the hidden 
Web pages to implement deep Web data extraction, including 
data record extraction and data item extraction. We also 
propose a new evaluation measure revision to capture the 
amount of human effort needed to produce perfect extraction. 
Our experiments on a large set of Web databases show that the 
proposed vision-based approach is highly effective for deep Web 
data extraction. 
KEYWORDS: Datamining, Webmining, Web data extraction, 
visual features of deep Web pages, wrapper generation. 
 

1.INTRODUCTION: 
We survey the state of art in unsupervised web data 
extraction to provide a foundation for developing next-
generation extraction tools. We describe the today's existing 
approaches in terms of a three-phase framework, consisting 
of  
 
(i) The identification of the data-rich area,  
(ii) The identification of the individual records  
(iii) The alignment of the data in the records. Using this 
reference framework, we extract the building blocks present 
in these tools and categorize them into dealing with  
a. the encoded structure,  
b.  linguistic properties,  
c. the visual structure, and 
d. The ontological structure. 
 

We have a variety of approaches for unsupervised data 
extraction from query result pages. Each of these approaches 
incorporates a specific set of fundamental observations and 
consequent assumptions on the structure of templates 
underlying the generation of the result pages. 
 

2.REFERENCE ARCHITECTURE: 
Our reference architecture describes the automated process of 
extracting domain specific knowledge for a given application 
domain, such as the UK real estate market. This process 
should be able to  
(i) Locate the relevant information on the web, 
(ii) Extract and structure this information, 
(iii) Integrate this information into a single database,  
(iv) Learn ontology on the extracted data and its 
representation to enhance the preceding steps in the future. 
 (v) Generate efficient wrappers to circumvent the site 
analysis and to accelerate the extraction process. 
Accordingly, our architecture consists of -ve phases which 
form a pipeline taking a set of seed URLs as input and 
delivering an integrated database as out- put, altogether with 
an ontology and a set of efficient wrappers for the wrapped 
sites. Subsequently, the obtained database is maintained by 
re-running individual phases using the obtained data, 
ontology, and wrappers to improve the process in precision, 
recall, and efficiency. 
 

3.DATA EXTRACTION TOOLS 
We primarily interested into unsupervised data extraction 
tools as core component of a large-scale data extraction 
pipeline. We consider a tool as unsupervised data extraction 
tool if it is able to fully automatically extract data records 
from a set of pages belonging to a single site. We discuss the 
following tools, listed in order of publication: BYU-Tool 
[Embley et al. 1999], Omini [Buttler et al. 2001], 
RoadRunner [Crescenzi et al. 2001; Crescenzi and Mecca 
2004], DeLa [Wang and Lochovsky 2003], ExAlg [Arasu and 
Garcia-Molina 2003], MDR [Liu et al. 2003], DEPTA [Zhai 
and Liu 2005; 2006], NET [Liu and Zhai 2005], ViNTs [Zhao 
et al. 2005], ViPER [Simon and Lausen 2005; Simon 2009], 
PADE [Su et al. 2009], ODE [Su et al. 2009], and WISH 
[Hong et al. 2010]. 
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Techniques for Data Area Identification and Record 
Segmentation 
The techniques used for data area identification and record 
segmentation are closely related and sometimes form a single 
compound algorithm. With the exception of ontology based 
methods, all approaches search for repeated patterns:  
 
Separator-based: In this approach, tools searches for tags, 
tag-sequences or trees as separators to segment a data area 
into records. This approach was taken by early tools, namely 
BYU-Tool and Omini, but much more recent by ViNTs. 
|Grammar-based. Road Runner and DeLa infer a grammar to 
describe the common structure shared by, respectively, 
different pages or different sub trees within the same page. 
Data fields in the grammar are used to identify the data to be 
extracted.  
 
Frequency-based: One approach, ExAlg, relies on the 
occurrence frequencies of the tokens on different pages. By 
differentiating di_erent token roles and grouping tokens 
which appear the same number of time on each page, ExAlg 
infers a nested page structure.  
 
Comparison-based: Most tools compare page fragments to 
_nd commonalities and identify records. The approaches 
di_er in the measures used to compare page fragments: MDR 
relies on string edit distance, DEPTA uses a tree edit 
distance[?], NET uses a tree edit distance as well but 
collapses shared sub trees, and ViPER and PADE use a string 
edit distance with zero-cost repeats. WISH compares two sub 
tree by comparing the sets of distinct tags occurring in the 
both trees at each tree level, and considers the two trees 
similar, if the corresponding sets at each tree level differ only 
by a single tag.  
 
Ontology-based: Finally, two tools, BYU-Tool and ODE, 
use a domain-specific ontology for data alignment and 
labeling. Interestingly, the oldest tool surveyed here, BYU-
Tool, already used an ontology for segmentation, while ODE 
uses its ontology also for data area identification and to 
extract data records which appear alone on a page. 
 
Techniques for Data Alignment 
In many approaches, the data alignment is already determined 
by the template used to segment the data area into individual 
records, as in case of Road Runner or DeLa: Each variable 
part in the template, typically a text node, refers a data field 
which is aligned into a corresponding column. However, we 
can distinguish three main approaches to data alignment: 
|Center-star. In DEPTA, NET, and WISH, a template for the 
found data records is constructed iteratively: After picking an 
initial record as starting tem- plate, in each iteration a further 
record is aligned to the so far obtained template, until all 
records are aligned to the template. |Global. In contrast to a 
center-star approach which considers only two records a time, 
the global approaches taken in ViPER consider all records to 
be aligned. 
. 

4. OBJECTIVES 
1. This motivates us to seek a different way for deep Web 
data extraction to overcome the limitations of previous works 
by utilizing some interesting common visual features on the 
deep Web pages. 
2. This approach primarily utilizes the visual features on the 
deep Web pages to implement deep Web data extraction, 
including data record extraction and data item extraction 
3. New evaluation measure revision to capture the amount of 
human effort needed to produce perfect extraction. 
4. Large set of Web databases show that the proposed vision-
based approach is highly effective for deep Web data 
extraction. 
4. Challenges 
Data record extraction is to discover the boundary of data 
records based on the LF and AF features. That is, we attempt 
to determine which blocks belong to the same data record. 
We achieve this in the following three phases: 
Phase 1: Filter out some noise blocks. 
Phase 2: Cluster the remaining blocks by computing their 
appearance similarity. 
Phase 3: Discover data record boundary by regrouping 
blocks. The Following algorithm we used 
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5. PROPOSED SYSTEM 
  We explore the visual regularity of the data records and data 
items on deep Web pages and propose a novel vision-based 
approach, Vision-based Data Extractor (ViDE), to extract 
structured results from deep Web pages automatically. ViDE 
is primarily based on the visual features human users can 
capture on the deep Web pages while also utilizing some 
simple non visual information such as data types and frequent 
symbols to make the solution more robust. ViDE consists of 
two main components, Vision based Data Record extractor 
(ViDRE) and Vision-based Data Item extractor (ViDIE). By 
using visual features for data extraction, ViDE avoids the 
limitations of those solutions that need to analyze complex 
Web page source files. 
 
 Dataset Precision Recall Revision 
ViDIE GDS 97.1% 97.7% 15.1% 

SDS 95.8% 98.6% 12.2% 
AEiEDWD GDS 76.2% 72.4% 33.4% 

SDS 67.4% 54.8% 38.6% 
 
 

6. STRATERGIES 
 

1. First, given a sample deep Web page from a Web 
database, obtain its visual representation and transform 
it into a Visual Block tree which will be introduced 
later;  

2. second, extract data records from the Visual Block 
tree;  

3. Third, partition extracted data records into data items 
and align the data items of the same semantic together  

4. Fourth, generate visual wrappers (a set of visual 
extraction rules) for the Web database based on sample 
deep Web pages such that both data record extraction 
and data item extraction for new deep Web pages that 
are from the same Web database can be carried out 
more efficiently using the visual wrappers. 

5.  
 

 
 
 
 
 

OutputGraphs                                      
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7. CONCLUSION: 
This work promotes a new architecture for time series 
prediction, tackling recently arising challenges of a generally 
increasing volume of time series data exhibiting complex 
non-linear relationships between its multidimensional 
features and outputs. It combines a multilevel architecture of 
highly robust and diversified individual prediction models 
with operators for fusion and selection that can be applied at 
any level of the structure. This article has been accepted for 
publication in a future issue of this journal, but has not been 
fully edited. Content may change prior to final publication. 
Additionally, the system applies an intelligent smoothing 
algorithm as an example of the post-prediction step that often 
leads to significant performance gains, particularly if the 
predicted time series contains a significant noise component. 
The individual MLP-type neural networks were included as 
examples of universal regressors. They have been highly 
diversified by means of varied internal architectures, different 
weight initialisations and crosstraining on different partitions 
of the training data with an injected noise component. All 
these diversification techniques are aimed at creating highly 
complementary predictors with better generalisation abilities 
than any individual model. The model building process is 
supported by the simple, yet effective, greedy feature 
generation method. The predicted output signal is further 
validated using an original smoothing technique to remove 
excessive noise. The proposed model has competed in two 
international competitions for time series prediction and has 
furthermore been compared with a number of standard 
individual time series forecasting and forecast combination 
algorithms. It was the winner of the NISIS Competition 2006 

leaving the second-best model with twice as large an error 
rate, and it was ranked among the top models in the much 
bigger NN3 Forecasting Competition 2006/2007. The results 
also showed that an ensemble of individual models can 
perform much better if it adopts the proposed architecture. 
These conclusions were valid across many different time 
series, which gives an inspiration to use the proposed 
architecture as a guidance to define a general framework for 
building a combined prediction system. 
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